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Abstract:  We introduce a decision support tool called Smart-Swaps to support the 

PrOACT process. This is a relatively new decision analytical approach to 
support multicriteria decision making. The elicitation of the decision 
maker’s preferences is carried out with the even swaps method which is 
based on value trade-offs. We demonstrate different ways to support the 
process and new opportunities provided by the preference programming 
model on which the software is based. In many practical problems, such 
decision support can provide substantial help. Often in large problems, it 
is, in fact, a necessity for carrying out the even swaps process. 
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1. Introduction 

In their book Smart Choices, Hammond et al. (1999) describe a structured approach 
to analyze problems with multiple criteria and alternatives. The core of the approach 
consists of the PrOACT, which is the acronym for Problem, Objectives, Alternatives, 
Consequences and Trade-offs, working phases. These are the essential elements in 
almost any complex decision making situation. The aim is to provide practical 
guidance on how to make consistent decisions by taking all the important objective 
and subjective factors into account. The thinking process is designed for 
practitioners, and the decision maker (DM) does not need to have a mathematical or 
decision analytical background to use the approach. 
 
In this approach, preference elicitation is carried out with the even swaps method 
(Hammond et al. 1998). It is a multicriteria decision analysis (MCDA) method based 
on value trade-offs (see e.g. Keeney and Raiffa 1976; Keeney 2002) which are called 
even swaps. In an even swap, the DM changes the consequence of an alternative in 
one attribute, and compensates this change with a preferentially equal change in the 
consequence of some other attribute. The new virtual alternative with the revised 
consequences is as preferred as the initial one and thus can be used instead, even 
though it does not exist for real. 
 
The aim of the even swaps process is to carry out even swaps that either make 
attributes irrelevant (i.e. all the alternatives have equal consequences on this 
attribute), or alternatives dominated (i.e. some other alternative is at least as good as 
this alternative on every attribute). These can be eliminated, and the process 
continues until only the most preferred alternative remains. Hammond et al. (1998) 
also introduce the concept of practical dominance. Alternative x practically dominates 
alternative y if y is slightly better than x in only one or few attributes but x clearly 
outranks y in several other attributes. Thus, y can be eliminated in order to reduce 
the problem in obvious cases without a need to carry out unnecessary even swap 
tasks. 
 
In this paper, we introduce a new web-based Smart-Swaps software (Hämäläinen et 
al. 2003). We focus on the opportunities this Java-applet provides to support the 
PrOACT approach. Especially from the viewpoint of carrying out the even swaps 
elimination process, such software can be of substantial help. For example, the 
procedural support of Smart-Swaps for dynamically managing the consequences 
table can be very useful, as the table changes frequently during the process. The 
software also implements a new method of Mustajoki and Hämäläinen (2005) to help 
the DM to identify practical dominances and to find suitable candidates for the next 
even swaps. This method is based on preference programming (Arbel 1989; Salo 
and Hämäläinen 1992, 2004) which is a multiattribute value theory approach that 
models uncertainty in preferences with intervals. Smart-Swaps is available at 
http://www.smart-swaps.hut.fi, and it is a new tool in the family of MCDA software on 
the Decisionarium site for decision support (Hämäläinen 2000, 2003; 
http://www.decisionarium.hut.fi). 
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In spite of its simplicity, it seems that the even swaps method has rarely been applied 
in practice. To our knowledge, the only reported applications in the literature are the 
one on strategy selection in a rural enterprise (Kajanus et al. 2001) and another on 
environmental planning (Gregory and Wellman 2001). This lack of use can be partly 
due to the fact that, so far, there has not been any software to support the approach. 
We hope that the introduction of the Smart-Swaps software described here will make 
the approach more popular in real life too. 
 
This paper is organized as follows. Section 2 gives a brief introduction to multicriteria 
tools. Section 3 discusses the opportunities of computer support in the PrOACT 
approach and describes the Smart-Swaps software in terms of how these 
opportunities are adapted in the software. An example of the use of the software is 
given in Section 4, and Section 5 concludes the paper. 

2. Multicriteria decision support systems 

Multicriteria decision support systems (MCDSS) or tools are computer-based 
interactive software designed to support the modelling of multicriteria problems with 
decision analytical methods. The aim is to provide help for structuring the problem, 
eliciting preferences and analyzing the results, so that the DM can focus on the core 
of the problem while the technical issues are taken care of by the computer. 
 
Recent development of computer technology has provided new opportunities to 
enhance the use of MCDA (for discussion, see e.g. Shim et al. 2002; Bhargava et al. 
2005). For example, with today’s multimedia facilities, MCDA methods can be 
visualized to help preference elicitation and the analysis of the results. Increased 
computational capabilities have also made it possible to create interactive software 
with new computationally demanding methods, such as linear programming. In recent 
years, the proliferation of the World Wide Web has also enabled MCDSSs that are 
easily available for remote use. 
 
There are various MCDSSs available (see e.g. INFORMS 2000). For recent reviews 
of these see, for example, Maxwell (2004), Turban et al. (2004) or French and Xu 
(2004). The software range from customized tools with a single method for some 
specific application (see e.g. Johnson 2005) to general-purpose systems providing a 
choice between several different MCDA methods as well as group decision support 
facilities (see e.g. Mustajoki and Hämäläinen 2000). Some of the systems allow the 
use of trade-offs as one of the weighting methods, but to our knowledge, the Smart-
Swaps software is the first system implementing the even swaps method. 

3. The Smart-Swaps decision support tool 

3.1. Support for the PrOACT process 

Table 1 shows an overview of the support provided by Smart-Swaps in the different 
phases of the process. By nature, the PrOACT approach is a sequential process 
based on five clearly distinct phases. To support this sequentiality, the process 
management in Smart-Swaps is implemented with a tab-panelled user interface 
which follows the PrOACT working phases (Figure 1). The first three phases 
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(Problem, Objectives and Alternatives) are on the same panel, as active interaction 
between these is often needed but the Consequences and Trade-offs phases are on 
their own panels. The aim is to give the DM a clear indication of the course of the 
process but, at a same time, allow him/her to easily return to the earlier phases of the 
process, if necessary. 

Table 1. Support provided by the Smart-Swaps software in the different phases of the 
PrOACT process. 

PrOACT Process Smart-Swaps 

 
Help system available at each phase 

Process logs 
Backtracking of the process 

Suggestions for the next even swap 
Checking of inconsistencies 

Identification of irrelevant attributes 

Identification of dominated and     
practically dominated alternatives 

Support for managing the process 
Rankings table               Trade-offs 

Table for entering the consequences 
Discrete or continuous scales 
Customization of scales 

Listing of the alternatives 

Listing of the objectives 

Writing down the problem description              Problem 

           Objectives 

          Alternatives 

           Consequences 

Eliminate dominated 
alternatives 

Eliminate irrelevant 
attributes 

No 

Yes

More than one 
alternative remaining?

Make an even swap 

The most preferred 
alternative is found 
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Figure 1. The user interface for the identification of the Problem, Objectives and Alternatives. 

3.2. Problem, objectives and alternatives 

The first phase of the process is to set a problem framework on which the decision 
will be made. Consideration of the problem from different perspectives is essentially 
important to get a view of what the real problem is. The next phases are the 
identification of objectives and alternatives. Objectives define what the DM wants to 
achieve, and alternatives describe the possible actions that can be taken. There are 
different procedures for identifying these, and for a related discussion, see Hammond 
et al. (1998) or Keeney (1992). 

 
Our software provides a section for each of these phases in which the DM can write 
down the problem description and list and order the objectives or alternatives (Figure 
1). However, the greatest challenge in these phases is to help the DM to take all the 
different viewpoints into account and still construct a practically useful and concise 
model. For example, providing information about how to avoid possible biases in the 
modelling is one way of guiding the DM. In Smart-Swaps, the methodological 
guidance is implemented with help facilities providing detailed information for all the 
phases of the PrOACT process. For details, see Section 3.5. 
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One should note that the order of these first three phases is not fixed and the most 
creative ideas are usually found by considering these phases interchangeably 
(Hammond et al. 1999). For example, a thorough analysis of the alternatives can 
bring in new views that put the problem into a completely new perspective. In such 
cases, the DM should go back and reframe the problem according to this new 
information. 

3.3. Initialization of the consequences table 

In the Consequences phase, the DM creates the consequences table in which the 
performance of each alternative is measured with respect to each attribute. 
Sometimes the attributes for measuring the achievements of the objectives are 
natural ones (e.g. on minimizing the costs) but on other cases they have to be 
constructed (see e.g. Keeney and Gregory 2005). 
 
Smart-Swaps supports both discrete and continuous scales for the attributes. For 
continuous scales, the DM can use any decimal number to represent the 
performance levels of the attributes associated with each alternative. For discrete 
scales, the DM can use either one of the predefined scales (e.g. "Very Good – Good 
– Intermediate – Bad – Very Bad"), or create a scale of his/her own. This opportunity 
for customizing the scale allows the DM to construct scales indicating the preference 
order for any set of consequences. The DM can, for example, create a preference 
order for a set of numerical consequences, in which the preference over the 
consequences does not initially increase in a numerical order. 
 
In practice, the DM directly enters the consequences into the consequences table 
(Figure 2). One should, however, note that the attributes in the table represent the 
objectives defined during the Objectives phase. Thus, in the Objectives phase, the 
DM should make sure that for each objective there is a corresponding measurable 
attribute. 

 

 

Figure 2. The user interface for the Consequences phase. 
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3.4. Support for the even swaps process 

The final phase of the PrOACT process is to elicit the preferences of the DM. Both in 
the Smart Choices book and in the Smart-Swaps software, the even swaps method is 
used for this task but in principle any other MCDA method can be used as well. The 
even swaps process is conceptually simple, as the DM does not have to explicitly 
define the preferences over the attributes in general. It does not require making any 
restricting mathematical assumptions either, for example, about the form of a value 
function (Butler et al. 2001). 
 
In Smart-Swaps, the interface for supporting the even swaps elimination process 
includes a window showing the current consequences table and buttons for the 
possible actions. In addition, there is an information window showing any additional 
information that may be needed to give to the DM during the process (Figure 3).  
 

 

Figure 3. The user interface for the Even Swaps process. 

As a result of the process, the DM ends up with the most preferred alternative. 
However, with respect to transparency and justifiability of the result, it is important to 
know, how this conclusion has been reached. Smart-Swaps documents the whole 
process by keeping log of the actions made by the DM during the process. This 
history of log saves all the information about the swaps made by the DM and about 
the eliminated attributes and alternatives, as well as the state of the consequences 
table after each swap (see Figure 4). 
 
The DM can undo and redo the actions that have been made. The DM can, for 
example, return to the beginning of the process to check whether the new virtual 
alternative with the revised attribute values indeed corresponds to the initial 
alternative. The DM can also carry out sensitivity analyses to see whether different 
sequences of swaps produce different final results. That is, the DM can backtrack to 
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some intermediate point of the process and restart from this point by making some 
other sequence of swaps to see whether s/he ends up to the same solution. 
 

 

Figure 4. An example of the process log. 

3.4.1. Making an even swap 

To make an even swap, the DM first selects the three cells in the consequences table 
between which s/he wants to carry out an even swap. These include (i) a cell in 
which the consequence change is made, (ii) a reference cell indicating against which 
value this consequence is traded, and (iii) a cell in which the change is compensated 
(striped cells in Figure 3). Once these have been selected, the information window 
shows what can be achieved with this swap, that is, which alternatives can possibly 
become dominated and which attributes irrelevant. This information can be very 
useful, as it might otherwise be difficult to see especially which alternatives may 
become dominated. By changing the selected cells, the DM can easily study the 
implications of different possible swaps before confirming the final swap to be made. 
 
The actual even swap is defined in a separate dialog window. The DM is asked to 
define which consequence change in attribute j of alternative x would compensate 
the given consequence change in attribute i (Figure 5). The phrasing in the dialog 
window helps the DM understand whether s/he should decrease or increase the 
current consequence. However, if the DM accidentally makes a swap into the wrong 
direction, the software informs him/her about this and requests to redefine the swap. 
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Figure 5. A dialog for making an even swap. 

3.4.2. Derivation of the suggestions for the next swap 

In a typical case, there are numerous possibilities for the next swap, and it can be 
very difficult to decide which one of these should be carried out. Hammond et al. 
(1998) provide practical advice for selecting the next swap, for example, they suggest 
making the easiest swaps first (e.g. on attribute money). On the other hand, the idea 
of the even swaps process is to carry out those swaps that make attributes irrelevant 
or alternatives dominated. In practice, the identification of such swaps can be 
excessively difficult, especially in problems with several attributes and alternatives. 
 
In our software, the DM has an option to let the software suggest suitable candidates 
for the following swap. The software scans through the problem and calculates the 
efficiency of each possible swap by estimating the minimum number of swaps 
needed after this swap to make an attribute irrelevant or an alternative dominated. 
The software creates and continuously updates lists of suitable candidate swaps both 
for making attribute(s) irrelevant and alternative(s) dominated. The DM can ask the 
software to suggest the next swap from either of these lists. 
 
The software creates the list of candidate swaps for making attribute(s) irrelevant in 
the following way. The list of candidates for making alternative(s) dominated is 
created analogously. 
Step 1. The software identifies all the swaps that would make any attribute irrelevant. 

If there are no such swaps, the software lists those swaps that could make 
some attribute to be one swap, or two swaps, etc., apart from being 
irrelevant. 

Step 2. The obtained list is ordered according to the applicability index of each swap 
to reach dominance (see Mustajoki and Hämäläinen, 2005; Salo and 
Hämäläinen, 1992, 2004). 

Step 3. Of the swaps involving the same two attributes and two alternatives, the 
software excludes all but the first one from the list. The reason is that once 
one of these has been identified, the others can be easily seen. 

Step 4. The software excludes all but the first six swaps from the list, as giving too 
many options may complicate the DM’s task rather than make it easier. 
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In Step 2, the ordering is needed as there can be many sequences of swaps that 
reach dominance or irrelevance with a given number of swaps. The higher 
applicability index value a swap has, the more likely it is that dominance would be 
reached with this swap. The applied preference programming model is initialized with 
some weak assumptions about the DM’s preferences, and updated during the 
process with the trade-off information obtained from the given even swaps. For 
details, see Mustajoki and Hämäläinen (2005). 
 
The software only provides one suggestion at a time by highlighting those cells of the 
consequences table that are involved in the swap. It also informs the DM what can be 
achieved with this swap to help the DM see the logic behind the suggestion. The DM 
needs to choose whether to make this swap or ask the software to give the next 
suggestion on the list. Naturally, the DM can also select the swap by him/herself, if 
s/he prefers making a swap, for example, on some easily measurable attribute. 
 
There are several options for suggesting the swaps. The DM can, for example, adjust 
the parameters of the preference programming model that define the initial 
assumptions about his/her preferences, and choose whether or not to show the 
applicability index value for each swap. The default settings for all the options are 
such that an inexperienced DM should be able to proceed without resetting them. For 
example, by default the value of the applicability index is not shown, as it may 
confuse an inexperienced DM rather than help him/her. However, an advanced DM 
or a decision analyst can choose to show it to get more detailed information about the 
efficiency of the suggested swaps. 

3.4.3. Identification of irrelevant attributes and dominated alternatives  

After each swap, the Smart-Swaps software automatically identifies irrelevant 
attributes and dominated alternatives. Especially in detecting the dominance 
relations, the DM can benefit from this support, as this task requires comparing all 
the possible pairs of the alternatives. According to the basic idea of the method, 
irrelevant attributes and dominated alternatives should naturally be eliminated. 
Smart-Swaps asks the DM to confirm these eliminations, as this helps the DM to fully 
understand the process and the reasons for elimination. The software also provides 
an option to retain the irrelevant attributes in the consequences table but marked as 
eliminated. This may help to keep the big picture in mind and contribute to the overall 
understanding of the process. 
 
Candidates for practically dominated alternatives are also identified and labelled 
during the process. The details of the related preference programming technique are 
presented in Mustajoki and Hämäläinen (2005). By clicking on the labels, a 
comparison dialog will open, in which the possible practically dominated alternative is 
presented side-by-side with an alternative that dominates it (Figure 6). The reasoning 
for the practical dominance is explained, and based on this information the DM is 
asked to confirm whether the alternative should be eliminated. 
 
After each swap, the software checks whether the preference information given in 
this swap is conflicting with any preference information given earlier under the 
assumptions of the preference programming model. The software informs the DM of 
possible inconsistent statements and suggests checking the consistency of the given 
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swaps by backtracking the process. If the DM does not find any inconsistencies, the 
assumptions of the model are likely to be too strong. Then, the conflicting preference 
information obtained from the previous swaps can not naturally be used in the model 
and, consequently, any subsequent suggestions can not be assumed to be very 
accurate. 
 

 

Figure 6. A comparison whether to remove a practically dominated alternative. 

3.4.4. Rankings table 

Hammond et al. (1999) suggest using a rankings table in which the attribute-wise 
rankings of the alternatives are shown to get an overview of the overall performances 
alternatives. In Smart-Swaps, the DM can switch between the two views showing the 
consequences table and the rankings table. In addition, the software provides an 
option to visually indicate the rankings of the alternatives by a colour coding on the 
cells of the consequences table. The best alternative with respect to each attribute is 
shown on white and the worst alternative on yellow. The colours of the other 
alternatives follow a linear white–yellow colour scale so that the lower ranking of the 
alternative has, the darker shade of yellow there is. In this way, the DM can easily 
see the ranking of the alternatives from the consequences table. 

3.4.5. Computational issues 

The preference programming model requires using linear programming to solve the 
related optimization problems. Since there are constraints only on the pairwise ratios 
of the attribute weights, the graph based algorithm of Salo (1990) can be used to 
quickly solve these problems. This algorithm is also implemented in the Smart-Swaps 
software. For example, in a case adapted from Punkka and Salo (2004) with eight 
attributes and twelve alternatives, the identification of dominances with Smart-Swaps 
takes less than two seconds with a 2.4GHz computer. Yet, in larger problems the 
graph algorithm is not very efficient. For this reason, the software uses a basic 
simplex algorithm in problems with ten or more attributes. 
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3.5. The help facilities 

The PrOACT process is intended to be available for non-experts too, which means 
that we need good help facilities. In Smart-Swaps, the help pages can be configured 
to follow the DM during the process so that the help screen is automatically updated 
to show the relevant information. This feature can be very valuable for an 
inexperienced DM carrying out the process for the first time. The first three phases 
are on the same panel window, and the help system automatically refers to the 
section of the panel which is being studied. 
 
There is help separately for theory and for practice (Figure 7). The theory section 
explains the theoretical background of each task and gives guidance on what should 
be taken into account in the task. The practice section provides detailed information 
on how to carry out the current task. 
 

 

Figure 7. The help information window. 

3.6. Model management 

The software allows saving the models on the server computer. Thus, one can open 
models from different Internet locations without a need to transfer the models to 
remote computers. For each model, the process history will also be saved. This 
allows the DM to later analyze the process and study path dependence by comparing 
the results of the processes with some other sequences of even swaps. 
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The server provides a public folder or the DM can create a private password-
protected working folder for him/her. For beginners, there are also sample models 
available including those described in the Smart Choices book. 

4. Example 

We illustrate the opportunities to support the even swaps process with the Alan 
Miller’s office selection problem considered in Hammond et al. (1998, 1999) (Figure 
8). The first phases of the PrOACT process are quite straightforward and, thus, we 
only demonstrate the support provided for the even swaps elimination process. In the 
example, the DM wants to minimize the consequence levels of Commute time and 
Monthly cost and maximize the level of the other attributes. 
 

 

Figure 8. Alan Miller’s office selection problem (Hammond et al., 1998, 1999). 

At the start of the even swaps process, the software scans through the 
consequences table and suggests eliminating Pierpoint, as it is dominated by 
Lombard (Figure 8). Thus, the DM eliminates it. The software also identifies Parkway 
as practically dominated by Montana. The DM carefully compares these alternatives 
side-by-side (Figure 6) and notices that Montana outranks Parkway in each attribute 
except in Monthly cost, in which it is only 50 dollars weaker. Based on this 
comparison, the DM decides to eliminate Parkway. 
 
Since there are no more dominated alternatives, the DM continues the process by 
making an even swap. However, s/he first asks the software to give suggestions for a 
swap that would make attributes irrelevant. Smart-Swaps provides three suggestions 
to make Commute time irrelevant by changing Commute time of Baranov from 20 to 
25 and by compensating this change in Client access, Office services or Office size. 
Each of these swaps seems to be quite reasonable and the DM makes a swap in 
which the change in the Commute time of Baranov from 20 to 25 is compensated 
with a change in Client access from 70 to 78. Consequently, Commute time becomes 
irrelevant, and is eliminated (Figure 9). 
 
The consequences table changes with this swap and the DM asks for new 
suggestions for the next swap. Now, no attribute can be made irrelevant with a single 
swap but any one of the attributes can be made irrelevant with two swaps. Thus, no 
suggestions for making an attribute irrelevant are given. However, when asking for a 
suggestion to make an alternative dominated, the software suggests six possible 
swaps. One should note that there are in fact 36 such swaps but only the ones with 
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the highest applicability index values are given. The first suggestion is a swap in 
which Monthly cost is used to compensate a change in Office size of Montana from 
950 to 700 (Figure 3). With this swap, both Lombard and Baranov can become 
dominated. However, by evaluating this swap the DM sees that it is not easy to make 
both alternatives dominated, as this would require that the consequence of Montana 
in Monthly cost is chosen to be below 1500. Nevertheless, the DM makes this swap 
so that the suggested change in Office size of Montana is compensated with a 
change in Monthly cost from 1900 to 1650. This results in an elimination of Lombard 
as a dominated alternative but Baranov still remains non-dominated.  
 

 

Figure 9. The consequences table after making Commute Time irrelevant. 

When asking for a new even swap suggestion for making an alternative dominated, 
the software suggests a change in Office services of Montana from A to C and a 
compensation in Monthly cost. The DM makes this swap with a compensation in the 
Monthly cost of Montana from 1650 to 1350. As a result, Baranov is eliminated, and 
Montana is the most preferred alternative. 
 
To see whether the result is sensitive to changes in the sequence of the swaps, the 
DM restarts from the situation in which Pierpoint and Parkway were eliminated 
(Figure 8 without Pierpoint and Parkway). Initially, the DM carried out a swap that 
made Commute time irrelevant. Now s/he asks the software to suggest a swap that 
could make some alternatives dominated. There are three suggestions with which 
Lombard could become dominated by Montana by making an even swap between 
Monthly cost and either Office size, Office services or Client access. Of these, the 
DM selects a swap in which s/he changes Monthly cost of Lombard from 1700 to 
1900 and compensates this with a change in Office size from 700 to 900, when 
Lombard becomes dominated by Montana. After this s/he makes two more swaps 
suggested by the software. These are the change in Commute time of Baranov from 
20 to 25 and the compensation in Office size from 500 to 550, and the change in 
Monthly cost of Montana from 1900 to 1500 and the compensation in Office size from 
550 to 950. As a result, Baranov is eliminated and Montana is found to be the most 
preferred alternative also through this other sequence of swaps. This convinces the 
DM of the result. 
 
The example shows how Smart-Swaps can provide convenient help for the even 
swaps process. Besides procedural support in making the even swaps, the software 
helps the DM by providing information about the efficiency of the available swaps and 
about the attributes and alternatives that could be eliminated. Even in a relatively 
small problem there are numerous possibilities to carry out the even swaps process 
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but, the larger the problem is, the more useful the software will be in the screening of 
all the different possibilities. 

5. Conclusions 

Despite the superficial simplicity of the even swaps method, the procedure benefits 
from computer support both in the PrOACT process and in making trade-offs and 
managing the consequences table during the even swaps process. We demonstrate 
how the Smart-Swaps software provides this support and show the effectiveness of 
computer support with the new preference programming approach. 
 
Even swaps is a relatively new method and its applicability in practice remains to be 
demonstrated. The Smart-Swaps software is designed so that a novice should be 
able to use the method without expert help. This should increase the number of real 
life applications. It also brings new attractive features to the method itself by allowing 
rapid backtracking as well as documentation of the steps in the process. These can 
be important features in practice to increase the credibility and transparency of the 
method. These features also make interesting future research possible, for example, 
on the behavioural aspects including the role of different starting strategies and the 
possible path dependence of the results. 
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